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June 15, 2023 
 
Senator Chuck Schumer, 
322 Hart Senate Office Building 
Washington, D.C. 20510 
 
Dear Senator Schumer 
 
 We are wri1ng to express concern about the closed-door briefings on AI policy now 
taking place in the US Senate.1 According to the Washington Post, this week you “hosted the 
first of three private AI briefings for lawmakers.”2 While we support the commitment that you 
have made to advance bipar1san AI legisla1on in this Congress,3 we object to the process you 
have established.  
 
 The work of the Congress should be conducted in the open.4 Public hearings should be 
held. If the Senators have iden1fied risks in the deployment of AI systems, this informa1on 
should be recorded and made public. The fact that AI has become a priority for the Senate is 
even more reason that the public should be informed about the work of Congress. 
 
 In our comprehensive report AI and Democra-c Values Index, we review the AI policies 
and prac1ces of governments around the world.5 Following a methodology to assess alignment 
with democra1c values, we specifically examine whether countries have provided a 
“meaningful” opportunity for public par1cipa1on in the development of AI Policies and also 
whether governments make informa1on about AI policies publicly accessible.6  
 

 
1 The Center for AI and Digital Policy is an independent non-profit research organiza3on that assesses na3onal AI 
policies and prac3ces, trains AI policy leaders, and promotes democra3c values for AI. Encode Jus8ce is a coali3on 
of youth ac3vists and changemakers figh3ng for human rights, accountability, and jus3ce under AI.  
2 Christano Lima, Inside the Senate’s crash course on ‘AI 101’, Washington Post, June 14, 2023, 
hKps://www.washingtonpost.com/poli3cs/2023/06/14/inside-senates-crash-course-ai-101/ 
3 hKps://www.democrats.senate.gov/newsroom/press-releases/schumer-launches-major-effort-to-get-ahead-of-
ar3ficial-intelligence 
4 Marc Rotenberg and Merve Hickock, Regula9ng A.I.: The U.S. Needs to Act, The New York Times, March 6, 2023. 
(aKached). 
5 Center for AI and Digital Policy, Ar#ficial Intelligence and Democra#c Values (CAIDP 2023), 
hKps://www.caidp.org/reports/aidv-2022/ 
6 Id. at 1131.  
 
 Q5. Has the country established a process for meaningful public par3cipa3on in the development 

of a na3onal AI Policy?  
 Q6. Are materials about the country’s AI policies and prac3ces readily available to the public?  
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 We have found that the United States oVen fails this cri1cal test for transparency. For 
example, the Na1onal Security Commission on AI conducted its work in secret in viola1on of the 
Federal Advisory CommiXee Act.7 The Na1onal AI Intelligence CommiXee ignored the public 
comments it received.8 And the Federal Trade Commission has refused to state whether it has 
opened an inves1ga1on into OpenAI as we requested in March.9  
 
 We have acknowledged (and we are ac1vely promo1ng) the recent announcements of 
several federal agencies, including NTIA, OSTP, and PCAST, to provide opportuni1es for public 
comment on AI policies.10 But even these Requests for Comments lack the force of rulemaking 
that would lead to regula1on. Meanwhile, the OMB rulemaking to establish regula1ons for the 
use of AI across the federal government is more than two years behind schedule.11 
 
 As you must surely know, the Standing Rules of the Senate disfavor secret proceedings.12 
For example, a vote of the Senate is required for a Session with Closed Doors, and that may only 
occur when the discussion “may require secrecy.” Rule XXI. The en1re delibera1ve process of 
the Senate presumes public debate and discussion. 
 
 James Madison reminds us that “A popular Government, without popular informa1on, 
or the means of acquiring it, is but a Prologue to a Farce or a Tragedy; or, perhaps both. 
Knowledge will forever govern ignorance: And a people who mean to be their own Governors, 
must arm themselves with the power which knowledge gives.”13 
 

 
7 Federal Judge Orders Na9onal Security Commission on Ar9ficial Intelligence to Open Mee9ngs and Records to 
Public, Law and Crime, June 1, 2020, hKps://lawandcrime.com/high-profile/federal-judge-orders-na3onal-security-
commission-on-ar3ficial-intelligence-to-open-mee3ngs-and-records-to-public/ 
8 CAIDP, Na9onal AI Advisory CommiKee, hKps://www.caidp.org/resources/naiac/ 
9 CAIDP, In the MaKer of OpenAI, hKps://www.caidp.org/cases/openai/ 
10 CAIDP, Public Voice, hKps://www.caidp.org/public-voice/ 
 

Note (Spring 2023) - The United States has launched several new request for public comment on AI policy. 
CAIDP has prepared several webpages to promote public par3cipa3on in the comment process. The topics 
and agencies include: 

• Na9onal Telecommunica9ons and Informa9on Administra9on (NTIA) - AI Accountability 
• Office of Science and Technology Policy (OSTP) - Na9onal AI Strategy 
• Office of Science and Technology Policy (OSTP) - Workers and AI 
• President's Council of Advisors on Science and Technology (PCAST) - Genera9ve AI 

 
11 CAIDP LeKer to Shalanda Young, Director Office of Management and Budget, Apr. 24, 2023, 
hKps://www.caidp.org/app/download/8454950563/CAIDP-Statement-OMB-04242023.pdf 
12 Standings Rules of the Senate, 117th Congress, hKps://www.govinfo.gov/content/pkg/SMAN-117/pdf/SMAN-
117.pdf 
13 Library of Congress, James Madison to W. T. Barry, August 4, 1822, 
hKps://www.loc.gov/resource/mjm.20_0155_0159/?sp=1&st=text 
 



  
 

CAIDP and Encode Jus1ce  Senator Schumer 
June 15, 2023  Transparency of AI Policymaking 

3 

 We respeccully ask that you provide to us: 
 

1) A list of the topics and par1cipants for the briefings that have occurred, as well as copies 
of materials that were distributed, and 
 

2) An assurance that future briefings will be open to the public 
 

 We would welcome an opportunity to provide a public briefing to members of the 
Senate regarding AI policies. We have worked closely with many governments and interna1onal 
organiza1ons, including the Council of Europe, the G7, the European Parliament, the OECD, and 
UNESCO, on the development of AI policies and prac1ces that advance democra1c values. Given 
the opportunity, we would highlight recent developments around the world that should be of 
interest to the US Senate. 
 
 As we make this request, we also ask you to consider the other organiza1ons and 
individuals who are oVen excluded from the AI policy process, including those who are directly 
impacted by poorly conceived AI systems. Public mee1ngs and formal opportuni1es for public 
par1cipa1on, the founda1on of democra1c governance, helps ensure that all voices will be 
heard. 
 
 Thank you for your aXen1on to this leXer. We look forward to your response. 
 
 Sincerely, 
 

     
 Merve Hickok  Marc Rotenberg  Sneha Revanur 
 CAIDP President CAIDP Execu1ve Director Encode Jus1ce, President & Founder 
 hickok@caidp.org marc@caidp.org  sneha@encodejus1ce.org 
 
 
 
cc:   Senator Richard Blumenthal (D-Conn.) 
 Senator Mike Rounds (R-S.D.) 
 Senator Brian Schatz (D-Hawaii)  
 Senator Todd C. Young (R-Ind.) 
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